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Abstract 
 
This project explores the capabilities of artificial intelligence (AI) in detecting disinformation by using 

custom-built deep learning models and pre-trained language models. The purpose was to assess 

whether specialized and more general AIs can outperform humans in accurately identifying 

disinformation. Various ML models were built and utilized, including long short-term memory (LSTM) 

networks with and without GloVe embeddings, a fine-tuned DistilBERT model, and pre-trained models 

like Llama-2 and GPT-4 Turbo. The custom models (including DistilBERT) were trained on a large fake 

news dataset and evaluated on holdout sets. Their performance was then compared against human 

benchmarks established through surveys and quizzes administered to DIS high school students. The 

results indicate that AI models generally achieve higher accuracy than human benchmarks, with GPT-4 

Turbo performing the best at 73.24% accuracy. However, their real-world applicability is limited by 

challenges such as overfitting, data quality, different information styles and formats, and the complexity 

of language nuances. This research highlights the potential of AI in combating disinformation but also 

emphasizes the need for continued advancements, especially in developing more comprehensive and 

diverse datasets related to fake news. 

 

 Keywords: Disinformation detection, natural language processing, long-short term memory, 

transformers  
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Navigating Disinformation: A Deep Learning Approach 
 

As artificial intelligence (AI) has become more integrated into our day-to-day lives, many are 
afraid of its power and potential for misuse. This project seeks to alleviate the tension surrounding those 
claims by demonstrating that specialized AI can improve the wellness of society since it can outperform 
humans in specific tasks such as identifying disinformation (commonly known as fake news).  

I will utilize the topic of identifying disinformation as a case study in this project. Disinformation 
impacts society at all levels; from simple daily news to public health to elections, they are prevalent in all 
aspects of society, so detecting them accurately is important for the growth and development of the 
general public. By utilizing various techniques, I seek to demonstrate that these advanced technological 
developments are more accurate than humans in these specialized tasks, and by building my own 
models and deploying a website to showcase this project, I also aim to demonstrate ethical AI 
development and usage. 

The concept of AI has been around ever since the 1950s when Arthur Samuel developed a 
checkers program that learned from its own mistakes (Copeland, 2023). Since then, we have also 
constantly used AI-powered tools such as spell-checkers, translation tools, and search engines like 
Google. However, AI has become the talking point recently due to the upsurge of generative AI tools 
such as ChatGPT and DaLL-E. Due to these advancements, people have increasingly become worried 
about AI’s impact on modern society, such as their potential to take over countless job fields or their 
abilities to portray sentient-like behavior (Ipsos, 2023; Lerner, 2023; McQuilling, 2022; Neuroscience 
News, 2023). Even though these notions are not unfounded, AI has also shown its usefulness in 
numerous fields. From education to product development to healthcare improvements, AI has improved 
the betterment of society: it allows for more one-on-one learning, reduces the workload of developers, 
and makes pattern recognition in the medical field more efficient than ever (Baidoo-Anu & Ansah, 2023; 
Dohmke, 2023; Esteva et al., 2021; Mello et al., 2023; Peng et al., 2023; Shani & GitHub Staff, 2023; 
Susanto et al., 2022). AI simply also does not have the ability to think, unlike what movies often portray. 
A common test to assess whether AI can demonstrate human intelligence is the Turing test, in which a 
human investigator asks an AI and a human respondent the same question without knowing which is the 
human and which is the AI. After a period of time, the investigator will then decide which response 
belongs to the robot (Copeland, 2023). However, this test was proposed in 1950 and is outdated; what 
AI really does is find patterns through advanced mathematics, statistics, and computer science, and it 
has no ability to think like a human would (Bhaimiya, 2023). 

 This project aims to not only explore the capabilities of AI in detecting disinformation but also to 
dispel common misconceptions about AI’s role in society. The subsequent sections will detail more 
information on my secondary research, specifically the history of disinformation and traditional and 
modern methods of identifying disinformation, the process of machine learning from start to finish, the 
advancements in deep learning and natural language processing, and past research on the accuracy of 
identifying disinformation from human benchmarks and different AI techniques. I will then explain in 
detail the methodology of this research, the initial survey sent to DIS high school students, the 
development and evaluation of AI models, the process of making follow-up quizzes for students, and the 
analysis of data from the models and human benchmarks established at DIS. 
 
History of Disinformation 

In ancient times, disinformation was used in warfare to mislead enemies about strengths, 
weaknesses, and strategies, which was usually accomplished through spies, false messages, and 
deceptive tactics on the battlefield. In the modern era, disinformation has been employed in political 
propaganda, specifically during the 20th century, like in WWI, WWII, and the Cold War. Governments 
used disinformation to sway public opinion, weaken the enemy’s morale, and gain geopolitical 
advantages (Shaer, 2017; Ward et al., n.d.). In addition, prior to the internet, the spread of fake news 
was primarily through traditional media forms like yellow journalism with a focus on eye-catching 
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headlines rather than factual reporting. Yellow journalism often included exaggerated stories about 
crimes, gossip, disasters, and satirical pieces. However, with the uprising of the internet, it is much 
easier for anyone to publish content, which has led to a rapid increase in both reliable and unreliable 
content. The challenge lies in the volume of content that needs to be checked as well as the time it takes 
to do the fact-checking act itself. Social media has also become a widely used tool for spreading fake 
news as it allows for rapid sharing of content, and the interconnected nature of social media means that 
information, whether true or false, can quickly go viral (De Beer & Matthee, 2020).  
 
Disinformation’s Impact 

Disinformation significantly impacts society at all levels, with the most prominent effect on 
democracy. According to research from Stanford University, disinformation seriously threatens 
democracy as it manipulates public opinion and weakens the public's trust in democratic governments 
(De Witte, 2022)  . This manipulation is particularly effective in political contexts since disinformation 
campaigns often capitalize on preexisting societal divides to influence political events and public 
understanding, which affects people’s perception of current issues and ultimately affects the results of 
elections (Faust, 2018). 

In addition, in the health sector, disinformation about diseases and vaccines has led to public 
health crises, especially during the COVID-19 pandemic. False information deliberately created and 
spread about vaccine development, safety, and effectiveness resulted in people hesitating to receive the 
vaccine and ignoring health guidelines due to the lack of public trust, which worsened the pandemic's 
impact (Tackling Coronavirus Disinformation, n.d.). 
 
Traditional Methods of Identifying Disinformation 

The traditional methods for identifying fake news primarily relied on verification by human editors 
and expert journalists, which involved manually checking news content for authenticity and accuracy. 
However, as Galli et al. (2022) pointed out, it was ineffective due to the volume of content, limited 
scalability, subjectivity and bias, and the lack of automation—the volume of news generated on the 
internet is vast and continuously growing, meaning that manual verification cannot keep up with the 
rapid generation and spread of information; traditional methods are also not scalable since they require 
significant human resources and time; manual methods can also be subjective due to the personal 
beliefs, opinions, and biases of the journalists and the editors; and traditional methods lack the 
automation necessary for quick and efficient analysis of a large number of news sources, making them 
less effective in a digital environment where news spreads quickly. 
 
Utilizing AI to Identify Disinformation 

Several studies have shown positive results for utilizing AI to identify disinformation and have 
suggested its use in the future for their accuracy. The specific details will be mentioned and compared 
later in this paper. However, other research has also shown the impracticalities of deploying AI systems 
for identifying disinformation. One study conducted by He et al. (2023) suggests that even though AI is 
helpful in identifying disinformation, it is still in its early stages for practical applications due to the 
complexities of setting up these models. The ever-evolving nature of fake news and the complexity of 
multimedia also means that these models need to be updated consistently. Therefore, He et al. suggest 
a multidisciplinary approach that combines the usage of AI, media analytics, ethics, and social sciences 
for a more comprehensive strategy. Yuan et al. (2023) also showed that AI techniques are capable of 
efficiently processing large volumes of data, with newer models able to identify fake news accurately. 
However, research on fake news detection with large language models (like GPT) is still lacking, and 
explainable artificial intelligence methods for fake news detection are not yet fully established. Both 
research studies stated that AI eventually would have its place in identifying disinformation; the 
technology at the moment is not advanced enough just yet. In a later section, several previous studies 
on this field will be analyzed. 
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Machine Learning 

Machine learning (ML), a crucial subset of AI that identifies patterns based on a set of inputs and 
outputs, is what allows all of the AI technologies mentioned so far to work. It is similar to the process of 
learning to cook from recipes. Imagine each recipe as a dataset, a collection of data points often in the 
format of a table. In each recipe, there are the ingredients, cooking steps, and the finished dish. The 
ingredients and cooking steps are the inputs, and the finished dish is the output. In this analogy, the ML 
model is an aspiring chef who is trying to learn how to cook a variety of dishes by understanding the 
patterns presented in the recipes. At first, the connection between understanding how each ingredient 
and step works is very weak, meaning that the ML model does not understand the relationship between 
different inputs and outputs. As a note, more formally, inputs are commonly referred to as features and 
outputs are referred to as labels (Framing: Key ML Terminology, n.d.). However, as it “learns” (will 
describe in detail later), it starts experimenting with different ingredients and steps based on its 
understanding of what makes a dish delicious. The more extensive and diverse the recipes (data), the 
better ML models become at predicting the outcome of new, unseen recipes. Specifically, in the case of 
identifying disinformation, ML models will be fed both real and fake news passages, as well as whether 
they are actually real or fake. They will learn from examples of both to establish an understanding and 
form relationships to correctly identify whether a new piece of news is real or not (Neagoie & Bourke, 
n.d.). 

The heart of ML lies in the choice of algorithms, or rules and instructions that computers follow to 
learn from data and make predictions. In the chef analogy, an algorithm is the chef’s method and 
intuition for combining the ingredients and executing the cooking steps to create a dish. Just like a chef 
might use different techniques for baking, frying, or grilling, ML models rely on different algorithms 
tailored to the type of data they are processing and the specific task they are designed to perform 
(Wakefield, n.d.). An inappropriate algorithm in the context would result in ineffective predictions, similar 
to the chef using the wrong part of their arm to whisk the batter, which would result in food that does not 
taste as delicious (Undy, 2023). In identifying disinformation, there are specific algorithms that recognize 
patterns from text, and it would not be wise to recognize patterns with an algorithm designed to predict a 
continuous variable (like house prices).  

A typical machine learning project involves data collection, exploratory data analysis, data 
preprocessing, model training, and model evaluation (Morgunov, 2023). In the following sections, all of 
these aspects will be explained briefly, with an emphasis on model training, as that is the core of 
machine learning, especially in the context of this project. 
 
Data Preparation 

Data is needed to build and train an ML model. Without data, these algorithms have nowhere to 
get information and build patterns. Data preparation is essential to make sure that the model trained is 
accurate, contains as little bias as possible, and can be generalized for inferencing from new data that it 
has not seen before. Data preparation contains multiple steps, each of which makes sure ML models 
receive high-quality, relevant, and well-structured data. This process includes collecting diverse and 
accurate data, exploring this data to understand its characteristics, and then preprocessing it to a form 
where it can be understood by the computer easily by removing any extraneous information. The 
importance of data preparation cannot be overstated—it is the key process that directly influences the 
accuracy and effectiveness of ML models; no ML algorithm can compensate for bad data processing 
(Redman, 2018). In the context of this project, proper data preparation ensures that the subtleties and 
complexities of language and content are accurately captured and represented, which allows ML models 
to have a strong foundation to learn patterns and make accurate predictions (The Pecan Team, 2023). 

 
Data Collection. The quantity, quality, accuracy, and variety of data are essential to ensure that 

a model is “well fed”, much like a hungry child. This process, for the majority of people developing 
models, involves searching online for reliable datasets. However, for research areas that do not have 
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good datasets (or simply lack datasets), individuals and corporations might choose to compile their own 
datasets by scraping the web or through other physical media sources. An example of this is ChatGPT, 
which was trained on data from the majority of the web as well as other physical documents and texts 
(Ammu, n.d.). The objective is to build a dataset that is not only large but also representative of the 
variety of content in real-world scenarios. In this project, data will be collected from datasets publicly 
available online (more information under Methodology). 
 

Exploratory Data Analysis (EDA). After collecting sufficient data, Exploratory Data Analysis 
(EDA) is conducted to gain insights into the data’s structure and content. It involves analyzing the data 
descriptive statistics (such as mean, median, mode, and standard deviation) and different kinds of 
graphs and visuals (such as histograms, scatter plots, and box plots) to extract information that was 
hidden originally. As Purohit (2023) explained, the main goal of EDA is to extract and understand the 
bigger picture of the data as well as the relationships between different features and labels. Python 
libraries like Pandas for table viewing and data manipulation and Matplotlib and Seaborn for visualization 
are commonly used. In the context of identifying disinformation, EDA may include analyzing word 
frequencies, identifying common phrases, and understanding the context in which certain terms are 
used (more details later). 
 

Data Preprocessing. Data preprocessing is the process of transforming raw data into a clean 
and organized format suitable for ML models to train from. It is usually done through the Pandas library 
in Python, and it involves data cleaning, data transformation, data reduction, data integration, and 
feature engineering. Data cleaning handles missing data, usually through methods such as dropping it 
from the dataset or imputation (replacing missing values with the mean, median, or mode). Data 
transformation scales the data with techniques such as normalization, which scales the data to a specific 
range, and standardization, which scales the data to have a mean of 0 and a standard deviation of 1 
(Simplilearn, 2023). For categorical features (like the color of the house or the type of floor), they are 
encoded into numerical formats, usually by creating several new features and encoding 1 for the feature 
that matches with the original data and 0 otherwise (Brownlee, 2020). An example of one-hot encoding 
can be seen in Table 1 and Table 2, where Table 1 is before the encoding, and Table 2 is after the 
encoding. Data transformation is used so that the numbers inputted to the ML model are consistent and 
easier to train. Data reduction reduces the number of extraneous variables or irrelevant features. This 
process can be done through simple methods such as dropping the entire feature or complex methods 
like dimensionality reduction and Principal Component Analysis (PCA), which essentially extract 
information from related features and compress it into fewer features while maintaining most of the 
relevant and important information from the original features. Data reduction helps reduce the complexity 
of data, speed up the learning process, and improve model performance. Data integration combines 
data from multiple sources and datasets and ensures that the units stay consistent and that there are no 
duplicate data points. Feature engineering utilizes knowledge from the research field and analysis from 
EDA to extract features from raw data. Some common techniques involve creating new features and 
modifying existing ones to improve model performance (Azevedo, 2023). For example, an expert in 
housing price analysis might add a new feature for the living space per person as it may be useful and 
remove features such as the color of the toilet as it may be irrelevant. Finally, the data, usually presented 
in a table format for better readability, will be converted into matrices with libraries like NumPy so that the 
computer can read the information faster and easier. Text-specific preprocessing will be discussed in 
later sections, but the above steps are still essential and used for these types of preprocessing. 

 
 
 
 

 



NAVIGATING DISINFORMATION: A DEEP LEARNING APPROACH                                CHEN          7 
 
Table 1 
 
Example of a Categorical Feature without One-Hot Encoding 
 

Item Color 

1 Red 

2 Green 

3 Blue 

4 Green 

5 Red 

 
Table 2 
 
Example of a Categorical Feature One-Hot Encoded 
 

Item Color_Red Color_Green Color_Blue 

1 1 0 0 

2 0 1 0 

3 0 0 1 

4 0 1 0 

5 1 0 0 

 
Fundamental ML Algorithms 

The heart of machine learning utilizes algorithms; as a reminder, algorithms are the set of rules 
and instructions that computers follow to learn from data and make predictions. These algorithms 
primarily fall into two categories: regression and classification, which are designed for different types of 
data analysis. 

   
 Regression. Regression is used for predicting continuous numerical values, such as forecasting 
tomorrow’s temperature or housing prices. Some common regression models include linear regression 
and polynomial regression. Linear regression attempts to find a line of best fit, the process of fitting a 
linear equation to observed data so that future predictions can be made based on the generalization of 
the line (GeeksforGeeks, 2023). Figure 2 is an example of linear regression. The objective is to predict a 

dependent variable  based on one or more independent variables . As the name suggests, linear 𝑦 𝑥
𝑗

regression works well only when the relationship between the independent and dependent variables is 
linear. A common example of a regression task is predicting house prices based on features such as the 
size of the house, the number of rooms, and the floor material. As shown in (1),  is a function that 𝑓

𝑤,𝑏
(𝑥)

takes an input , depending on the values of  and , and outputs a predicted value . This formula 𝑥 𝑤 𝑏 𝑦
resembles a linear equation, often denoted by . In this formula,  are the values of the 𝑦 = 𝑚𝑥 + 𝑏 𝑥

𝑗

independent variable (feature) at index .  is the weight (how much each independent variable  𝑗 𝑤
𝑗

𝑥
𝑗
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should influence ) at index . In the house example,  might be the size,  might be the number of 𝑦 𝑗 𝑥
1

𝑥
2

rooms,  might be the floor material, and so on. Correspondingly, the size might have the most “weight” 𝑥
3

in predicting house price, so  might have a value of 5. The number of rooms might still be important, 𝑤
1

just not as important as the size, so  might have a weight of 3. The floor material might only influence 𝑤
2

the prediction ever so slightly, so  might only have a value of 0.5. Finally,  is the bias term (also 𝑤
3

𝑏

known as the intercept), which represents the value of  when all the features  are 0 (Burkov, 2019, pp. 𝑦 𝑥
𝑗

21–22). 
 
Figure 2 
 
Example of a Basic Linear Regression with One Feature and One Label 
 

 
Note: The data points in this figure are made up.  
 

  (1)            𝑓
𝑤,𝑏

(𝑥) = 𝑦 = 𝑤
1
𝑥

1
+ 𝑤

2
𝑥

2
+  ···  + 𝑤

𝑛
𝑥

𝑛
+ 𝑏

 
Polynomial regression is similar to linear regression, except that it can capture more complex 

relationships, specifically those that are polynomial (just as the name suggests). Figure 3 is an example 
of polynomial regression. Equation (2) is the general formula for polynomial regression, which is similar 
to (1) except it includes exponents. In polynomial regression, new features may be created from an 
original feature with a power of  if there is a polynomial relationship (like quadratic or cubic) between 𝑑
the original feature and the label (Ng et al., n.d.).  
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Figure 3 
 
Example of a Basic Polynomial Regression with One Feature 
 

 
 

  (2) 𝑓
𝑤,𝑏

(𝑥) = 𝑦 = 𝑤
1
𝑥

1
+ 𝑤

2
𝑥

1
2 +  ···  + 𝑤

𝑛
𝑥

1
𝑑+ 𝑤

1
𝑥

2
+ 𝑤

2
𝑥

2
2 +  ···  + 𝑤

𝑛
𝑥

2
𝑑 +  ···  +  𝑏

 
Classification. Classification is used to predict and categorize data into different groups or 

classes, such as identifying whether an email is spam or classifying the type of cat based on images. 
Classification is also where identifying disinformation falls under. The most fundamental classification 
technique that other methods branch off of is logistic regression. Logistic regression is used when the 
dependent variable is binary (like true or false). It predicts the probability of an event happening by fitting 
data to a logistic (also known as sigmoid) function as shown graphically in Figure 4 and defined in (3). 
The sigmoid function  takes a real number  and maps it onto a value between 0 and 1, which is 𝑔(𝑧) 𝑧
used to predict the probability of an event happening. When  becomes a big negative value (as  𝑧 𝑧
approaches negative infinity),  becomes , and when  becomes a big positive value (as  𝑔(𝑧) 1

∞ = 0 𝑧 𝑧

approaches infinity),  becomes  (Ng et al., n.d.). 𝑔(𝑧) 1
1+1/∞ = 1

1+0 = 1

 
Figure 4 
 
Graph of the Sigmoid Function. 
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  (3) 𝑔(𝑧) = 1

1+𝑒−𝑧

 
Equation (4) is the formula for logistic regression. The arrows signify that the variable is a vector, 

which essentially means that it contains a list of numbers.  means that it is a list of weights, and  𝑤
→

𝑥
→

means that it is a list of features. Therefore,  is the same formula as linear regression defined 𝑤
→

· 𝑥
→

 +  𝑏
in (1). The reason for substituting linear regression into the sigmoid function is to map the output to a 
probability between 0 and 1, which allows for a binary classification of the data points. A threshold can 
be set so that all probabilities over the threshold will be classified as positive and negative otherwise. A 
common choice is 0.50 since it represents equal probabilities of the event occurring (Burkov, 2019, pp. 
25–26). For identifying disinformation, a value greater than or equal to 0.5 means that the news is real, 
and a value less than 0.5 means that the news is fake. 
 

  (4) 𝑓
𝑤
→

,𝑏
(𝑥

→
) = 1

1+𝑒−(𝑤
→

·𝑥
→

+𝑏)

 
Cost Function 
 The cost function is an important concept that helps ML models learn and improve their 
predictions. It is essentially a scoring system that grades how well the model is performing by minimizing 
the “cost”—the lower the score, the better the performance. The primary goal of the cost function is to 
quantify the error between the predicted values and the actual values to measure objectively how far off 
a model’s predictions are from the actual outcome. 
 There are various types of cost functions, but one of the most commonly used examples for 

regression tasks is the Mean Squared Error (MSE). Equation (5) is the formula for MSE, where  𝐽(𝑤
→

, 𝑏)
takes weight  and bias  and outputs the cost.  represents the index of the current training example, 𝑤 𝑏 𝑖

and  represents the total training examples. Note that  does not mean  to the power of ; the 𝑚 𝑦(𝑖) 𝑦 𝑖
parentheses around  means that it is the training example . This equation calculates the difference 𝑖 𝑖
between the predicted output at index  against the target value at index . This difference is then 𝑖 𝑖
squared to remove negative values and to exaggerate outliers. This error is then summed across all 
training examples, then divided by 2 times the number of training examples to calculate the average. 
Figure 5 is a visual representation of this concept; the errors represented by the gray dotted lines are 
squared and summed for all points. Then, it is divided to calculate the average error. The MSE 
essentially calculates the average of the squares of the errors, which is the average squared difference 
between the actual values and the values predicted by the model (Ng et al., n.d.). 
 

  (5) 𝐽(𝑤
→

, 𝑏) = 1
2𝑚

𝑖=1

𝑚

∑ (𝑦
 (𝑖)

− 𝑦(𝑖))2
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Figure 5 
 
Visual Representation of MSE 
 

 
 

For classification tasks, Binary Cross-Entropy Loss (also known as Log Loss) is commonly used 

for models that categorize values into binary options. The formula is shown in (6). Similar to MSE,  is 𝑦(𝑖)

the actual value for the th training example, where it can only be 0 or 1 (since it’s binary).  is 𝑖 𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
)

the predicted probability that the th training example belongs to the class with label 1. This is the output 𝑖

of the logistic regression model. Since  can only be 0 or 1, when , the equation inside the 𝑦(𝑖) 𝑦(𝑖) =  1

summation becomes , which is shown graphically in Figure 6. Alternatively, when − log(𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
))

, the equation inside the summation becomes , which is shown graphically 𝑦(𝑖) =  0 − log(1 − 𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
))

in Figure 7. As seen in Figure 6, when the predicted value  approaches 1, the loss approaches 𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
)

0, and as the predicted value approaches 0, the loss approaches infinity`. Since  in this case, the 𝑦(𝑖) = 1

loss decreases when  approaches the true label  at 1. On the other hand, in Figure 7, since 𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
) 𝑦(𝑖)

, the loss is the lowest when  predicted close to 0 (Ng et al., n.d.). 𝑦(𝑖) = 0 𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
)

 

  (6) 𝐽(𝑤
→

, 𝑏) = 1
𝑚

𝑖=1

𝑚

∑ [− 𝑦(𝑖) log(𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
)) − (1 − 𝑦(𝑖)) log(1 − 𝑓

𝑤
→

,𝑏
(𝑥

→ (𝑖)
))]
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Figure 6 
 

Graph of  When  𝐿(𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
), 𝑦(𝑖)) =− log(𝑓

𝑤
→

,𝑏
(𝑥

→ (𝑖)
)) 𝑦(𝑖) = 1

 

 
 
Figure 7 
 

Graph of  When  𝐿(𝑓
𝑤
→

,𝑏
(𝑥

→ (𝑖)
), 𝑦(𝑖)) =− log(1 − 𝑓

𝑤
→

,𝑏
(𝑥

→ (𝑖)
)) 𝑦(𝑖) = 0

 

 
 
Gradient Descent 

Gradient descent is an optimization algorithm to minimize the cost function, which, as previously 
discussed, measures how well a model is performing. As an analogy to gradient descent, imagine being 
on a mountain and needing to find the quickest path downhill. You cannot see the entire landscape at 
once, so you take steps in the direction that seems steepest, reassessing after each move. This similar 
process is what gradient descent does with a cost function: it iteratively adjusts the parameters (weights 
and biases) of the model, and then it can take steps toward the minimum value of the cost function (Ng 
et al., n.d.).  
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The calculation of gradient descent involves derivatives, which in the mountain analogy, 
represent the steepness of the hill. In technical terms, gradient descent first initializes the model 
parameters, usually with random values. It then calculates the gradient (derivative) of the cost function 
with respect to each parameter. The gradient is a vector that points in the direction of the steepest 
increase of the cost function. Finally, it updates the parameters by moving in the opposite direction of the 
gradient. The size of the step taken in each iteration is determined by the learning rate, a 
hyperparameter (essentially, a setting) that was prechosen. If the learning rate is too small, the ML 
model will take a long time to learn, but if the learning rate is too big, the gradients calculated will not 
lead the model to the desired minimum. Repeat these steps until the cost function stops decreasing 
drastically, which can be different depending on the problem at hand (Goodfellow et al., 2016, pp. 
79–82). Figure 8 demonstrates the gradient descent of a basic model with only one feature. For multiple 
features, the graph would be in a multi-dimensional space rather than a 2D graph. 
 
Figure 8 
 
Visual Representation of Gradient Descent with One Feature 
 

 
 
Training, Validation, Test, and Holdout Sets 

The process of training ML models involves three major processes. Similar to students receiving 
homework, quizzes, and exams, ML models receive the same treatment. Homework teaches students 
how a concept works, just like the training set giving ML models data to learn from. Quizzes evaluate 
students’ understanding before the exam, just like the validation test making sure that the model is ready 
for the final test. Exams assess students understanding, making sure they are ready to apply those 
concepts in the real world, just like the test set ensuring that ML models are ready for new inputs. 
Students receive grades for their homework, quizzes, and exams, and it is no different than ML models. 
It is essential to keep these three sets separate and use them for their intended purposes (Acharya, 
2023). Just as students should not have access to exam questions ahead of time, a model should not be 
given the answers (test set) during its training phase. This separation ensures that the model can 
generalize well to new data rather than just repeating what it has seen. Géron (2019) also suggested 
that to get these sets of different data, a big dataset is usually split into three—the training set contains 
the majority of the data, usually around 70 to 80%, and the validation and the test sets contain the rest of 
the data, around 10 to 15% each (pp. 30–32). Figure 9 visually explains the dataset makeup. A holdout 
set is also sometimes used on top of the other three sets. A holdout set is a completely separate dataset 
from a different source that is only used at the end to make inferences about new data that might not be 
exactly the same (What Is Holdout Dataset in Machine Learning?, n.d.). (Note that the term “holdout set” 
is also used by some to describe a validation set or test set, but in the context of this paper, “holdout set” 
will always refer to testing on a different dataset). A bad performance on the holdout set might suggest 
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that the model is overtrained and needs readjustment. In the context of identifying disinformation where 
the language style is important, having a holdout set ensures that the model can also make inferences 
about a different style than it was originally trained and tested on. 
 
Figure 9 
 
Visual Representation of Dataset Makeup 
 

 
 
More specifically, the training set is the portion of the data used to train the model. It is where the 

model learns the relationships between the features and the labels by adjusting its parameters to 
minimize the cost function, just as students learn new material and improve their understanding over 
time. The larger and more representative the training set, the better the model can learn the underlying 
patterns in the data. The validation set (also known as the cross-validation or development set) is used 
to evaluate the model's performance during the training phase. It is not used for training the model but to 
tune the hyperparameters, like the learning rate or the complexity of the model (What Is Hyperparameter 
Tuning?, n.d.). The validation set helps prevent overfitting, which occurs when a model learns the 
training data too well (more details in the next section). Géron (2019) also stated that the test set is used 
to assess the model's performance after the model has been trained and validated; it provides the final 
measure of how well the model will perform on data it has never seen before when it's deployed in the 
real world (pp. 30–32). In the context of disinformation identification, this process helps to ensure that 
the model can accurately detect false information across different scenarios and sources. 
 
Underfitting, Overfitting, and Regularization 

It might seem intuitive to build a model that has a lot of parameters that fit every training feature 
perfectly. However, this would lead to overfitting, where the model is excellent at predicting data that it 
has already seen but horrible at predicting new data points (meaning that it performs well in the training 
set but horrible in validation and test sets). This would be like students memorizing answers to a test 
without understanding the subject: they might ace the practice questions but will struggle to apply the 
concepts in a real exam. This would result in similar graphs as shown in Figure 10, where the line of 
best fit is too complex and overcompensates each data point (What Is Overfitting?, n.d.). On the other 
hand, there is underfitting, which occurs when the model is too simple to understand the pattern of the 
data. Imagine teaching the basics of grammar without context or examples; the students might 
understand the rules, but they would not be able to construct or comprehend complex sentences. Géron 
(2019) also noted that underfitted models do not generalize to new data that well, and they do not know 
the training data that well either, which leads to poor performance across training, validation, and test 
sets (p. 29). An example of an underfitted model is shown in Figure 11. 

 
 

 
 



NAVIGATING DISINFORMATION: A DEEP LEARNING APPROACH                                CHEN          15 
 
Figure 10 
 
Example of an Overfitted Model 
 

 
 
Figure 11 
 
Example of an Underfitted Model 
 

 
 

To combat overfitting, the size of the training data can be increased either by adding more data, 
reducing the size of the validation and test set, or artificially augmenting the data (for text, this might 
involve synonyms or rephrasing). As discussed in EDA, reducing the number of features in the dataset 
by removing irrelevant or extraneous features that may be causing the model to learn noise can also 
help with overfitting. In addition, regularization, a technique that penalizes complex models, can also be 
used to combat overfitting. It is typically done by reducing the weight of features that make the model 
complex, such as high-degree polynomials in polynomial regression (Overfitting and Underfitting in 
Machine Learning, n.d.). The amount of regularization is also a hyperparameter, meaning that it can also 
be controlled to maximize model performance. 

To combat underfitting, using a more sophisticated model that can capture more information 
about the data can help, as well as adding more features or constructing polynomial features. If 
regularization is used, reducing its effect (or removing regularization) can allow the model to focus more 
attention on the training data. Sometimes, the model simply has not converged close to the minimum of 
the cost function yet, so letting the model train longer can help reduce underfitting (Géron, 2019, p. 29). 
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Measuring Performance  

Assessing the performance of ML models is essential to understanding their effectiveness and 
ensuring they are making accurate predictions. This is similar to calculating students’ grades at the end 
of the quarter; without tests, we will not know if the students understand the concepts or not. In ML, 
performance metrics act as these grading periods, which provide insights into how well the model is 
doing its job. Performance is usually measured by comparing the predicted values to the ground truth 
after the initial training on the training set to make sure that the training worked, and then again on the 
validation and test sets to assess its performance. The primary reason to measure a model's 
performance is to determine its accuracy and its ability to generalize to new data. Measuring 
performance helps to identify whether a model is underfitting or overfitting and whether further 
adjustments need to be made. Model performance is also often compared to human baseline 
performance, as certain tasks are inherently harder than others, so when a model’s performance seems 
to be lacking in these tasks, it might still outperform humans; thus, it is still valuable to save the model 
and utilize it to a certain extent (Ng et al., n.d.). 

Note: The following two paragraphs are highly technical, and there is not really a way to simplify 
the explanations; the main information is that there are a number of ways to measure performance in ML 
models for different scenarios. 

For regression models, common metrics include Mean Squared Error (MSE), Root Mean 
Squared Error (RMSE), Mean Absolute Error (MAE), and R-squared (R2). Each of these metrics offers 
different insights into the model’s performance and is used in different scenarios. MSE calculates the 
average of the squares of the differences between the actual and predicted values, similar to the 
previously mentioned regression cost function. It gives a higher weight to larger errors due to the 
squaring of each term, which is not ideal if there are significant outliers (James et al., 2023). RMSE, as 
the name suggests, is the square root of MSE. Agrawal (2023) also noted that RMSE is on the same 
scale as the target variable, making it easier to interpret, but like MSE, it gives more weight to larger 
errors. It is also a common metric used in deep learning. MAE takes the average of the absolute 
differences between the predicted and actual values. It is ideal when the goal is to treat all errors equally, 
meaning that, unlike MSE and RMSE, it is not sensitive to outliers. It is also easier to interpret than MSE 
since it’s on the same scale as the original data (Singh, 2022). R2 quantifies the proportion of variation in 
the dependent variable that can be explained by the independent variables. It ranges from 0 to 1, with 
higher values indicating a better fit. However, it does not indicate whether the regression model is 
adequate; it only explains how well the model explains the variation in the data. R2 is useful for a quick 
insight into how well the input and output are associated, as well as for explaining to non-technical 
people how much better the model is compared to the average (Gulati, 2023). 

Accuracy, precision, recall, F1 score, and area under the receiver operating characteristics 
(AUC-ROC) are commonly used for measuring classification performance. Accuracy measures the 
proportion of correctly predicted values out of all instances. It is the simplest performance metric while 
offering easy-to-understand insights as to how well the model is performing (James et al., 2023). 
However, it might not be useful if the dataset is imbalanced, meaning that there are significantly more 
positive ground truths than negative, or vice versa. Precision measures the proportion of true positives 
(correctly predicted values in the positive class) to all positive predictions (both correct and incorrect 
predictions that belong in the positive class), which indicates the quality of the positive predictions. It is 
most useful when the cost of false positives is high, such as in spam detection (where it is important not 
to label non-spam as spam). Recall is almost the opposite of precision; it measures the proportion of 
true positives to the total actual positives (the sum of true positives and the ones missed minus false 
negatives). It is important in cases where missing true positives is costly, like in disease screening. 
Figure 12 gives a detailed explanation of precision and recall; the figure shown is also known as a 
confusion matrix. More often than not, however, precision and recall are used together to calculate the 
harmonic mean (a type of average that finds the balance between two ratios) between the two to form 
the F1 score. F1 scores are useful to balance precision and recall, especially in datasets that are 



NAVIGATING DISINFORMATION: A DEEP LEARNING APPROACH                                CHEN          17 
 
imbalanced (Shung, 2020). Without going into a lot of statistical details, AUC-ROC essentially measures 
how much the model is capable of distinguishing classes, which is similar to the F1 score except that it is 
less sensitive to imbalance data. However, it is important to note that both the F1 score and AUC-ROC 
are often used together to understand the model better (Czakon, 2023). 
 
Figure 12 
 
Visual Explanation of Precision and Recall (Also Known as a Confusion Matrix) 
 

 
 

Every choice made in the ML process, from data collection and preprocessing to selecting an 
algorithm and tuning its parameters and hyperparameters, impacts the model's performance. Ensuring 
that data is clean, selecting relevant features, and ensuring that the model is not too complex or too 
simple (to avoid overfitting and underfitting) helps a model to be more accurate. In the context of 
disinformation identification, accurate performance measurement is essential to trust in an ML model's 
ability to discern true from false information. Each step in the ML pipeline contributes to the model's 
ability to perform accurately and reliably, which is ultimately reflected in the performance metrics. 
 
Regression Example 
 This section will give an overview of an example ML project from start to finish. In this example, 
some developers are trying to predict the reach of an online article based on various features. 

The first step is to gather data. For this example, the developers might collect data on past 
articles from different online platforms. The data could include the article’s title, the number of times an 
article was shared, the time of publication, the length of the article, and the number of images included. 
Once the developers have the raw data, they need to prepare it for analysis, which can be achieved by 
cleaning the data (such as removing and correcting errors and dealing with missing values), creating 
new features that might be useful (such as the day of the week the article was published), and 
normalizing or standardizing the data so that all features are on a similar scale. They will then conduct 
an EDA to explore the data and gain insights into relationships between each feature and their impact on 
the label. They might create visualizations such as scatter plots to see the relationship between shares 
and article length or use correlation matrices to identify which features are most strongly related to 
article reach. Next, they will divide their data into training, validation, and test sets. The training set is 
used to teach the model, the validation set is used to fine-tune the model's hyperparameters, and the 
test set is saved for the final evaluation. For the regression task, the developers might start with a simple 
linear regression model to set a baseline. They would use the training set to train the model to find 
relationships between different features and the label. They would then use the validation test to assess 
the model’s performance through metrics such as MSE or RMSE to quantify how close the model's 
predictions are to the actual reach of the articles. A low MSE or RMSE score would indicate that the 
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model is doing well at predicting the reach. If the model is not performing well, they would adjust the 
model’s hyperparameters or try using more complex models like polynomial regression to capture more 
complex relationships. Finally, they would measure the model’s performance using the test set through 
the same metrics they used in the validation set. Now, the developers can feed this ML model with new 
articles (with the same features they used when training, which are the article’s title, the number of times 
an article was shared, the time of publication, the length of the article, and the number of images 
included) and ask it to predict the article’s reach. 
 
Deep Learning 

Deep Learning (DL) is a subset of ML that builds upon the foundational concepts of ML to identify 
patterns from more complex structures. Unlike ML, which often requires feature extraction and relies on 
structured data (tables), DL is useful in environments where data is unstructured (meaning that it doesn’t 
come in a table format, like images, audio, and text) and where the relationships within features and 
labels are not obvious. At its core, DL uses algorithms known as neural networks, which are inspired by 
the human brain. These networks consist of layers of nodes, or neurons, and each of them is designed 
to perform specific computations (Jaiswal, 2024). Figure 13 gives a visual representation of a neural 
network with layers of nodes. As data passes through these layers, the network learns to identify 
patterns, similar to a human brain. However, as Ng et al. (n.d.) mentioned, as DL evolves, new forms of 
neural networks have been developed, and they move away from the original brain-like structure. There 
are various forms of neural networks nowadays that specialize in different forms of data processing. 

 
Figure 13 
 
Visual Representation of a Dense Neural Network with 5 Layers 
 

 
 
Deep Learning also extends the principles of regression and classification into more complex 

models. They can process information from both the bigger picture and the fine details of the data, which 
allows DL to perform tasks with a level of understanding that ML alone simply cannot achieve. In 
addition, most of the previously discussed techniques in ML are still used in DL, from data preparation to 
regression and classification to cost function to gradient descent to training, validation, and test set, to 
underfitting, overfitting, and regularization, and finally to measuring performance (Neagoie & Bourke, 
n.d.). 

In the context of identifying disinformation, DL is useful as it can process and interpret 
unstructured text, whereas traditional ML techniques might struggle with the subtleties and complexities 
in language. It can find hidden patterns and meanings in data, making it a useful tool for identifying 
disinformation. 



NAVIGATING DISINFORMATION: A DEEP LEARNING APPROACH                                CHEN          19 
 
Neural Network 

A Neural Network is an interconnected web of nodes, similar to the neurons in our brain. Each 
node in a network represents a tiny processing unit, working together to solve complex problems. The 
most fundamental type of network, Multilayer Perceptron (MLP), mimics the way human neurons signal 
to one another, where each connection is a pathway for data to flow from one another and each node 
processes the data and then passes it to the next layer. 

MLP takes input data from the input, transforms it through a series of hidden layers, and outputs 
the result through the output layer, as shown in Figure 13 above. Each layer consists of multiple nodes, 
and each node combines input from the previous layer with a set of weights that amplify or dampen that 
input, which is then added to a bias. Each node in every layer except the output layer is connected to 
every node in the following layer, meaning that the information from every node is passed to all nodes 
that it’s connected to, which allows the network to consider all aspects of the input data in each layer 
(Detrat, 2017). For simplicity, the more layers and the more nodes are in the hidden layers, the more 
complex the model is, meaning that it can perform more complicated tasks. For the input layer, the 
number of nodes is determined by the number of features. Continuing with the regression example, if the 
features of the article’s title, the number of times an article was shared, the time of publication, the length 
of the article, the number of images, and the day of the week the article was published, the input layer 
would consist of six nodes, each node for each feature. For the output layer, the number of nodes is 
determined by the task that the model is trying to achieve (Sanderson, 2017a). For example, in a 
regression task like predicting a house price, there would only be one node since that is the numerical 
output of the house price. For binary tasks like identifying whether a piece of news is real or fake, there 
would be two nodes, where one would activate, signifying the output of the binary classification. For 
multiclass classification, like identifying the type of cat, there would be as many nodes as the number of 
types of cats. The corresponding node will activate if it is the said type of cat; otherwise, it will not. 
 
Forward Propagation 

Forward propagation (also called the forward pass) is the process that allows neural networks to 
make sense of the input data. Data flows from the input layer through the hidden layers and finally to the 
output layer. At each neuron, the data is processed by weighting the sums of the inputs from the 
previous nodes, and then an activation function is applied to this sum to determine the neuron's output. 
The exact values for inputs fed into the input layer are randomized, just like gradient descent discussed 
in ML (Starmer, 2020a).  
 
Activation Function 

Activation functions are located in every hidden layer and the output layer. The functions in the 
hidden layers are used to determine whether a neuron should be activated and to what extent, which 
influences each node’s output to the next layer. They are crucial since they introduce non-linear 
attributes to the network. Without these functions, a neural network would essentially perform as a linear 
regression model, no matter how many layers it had. This would limit the network to only being able to 
solve problems that can be solved with a straight line through the data. The most popular activation 
functions used for hidden layers are rectified linear unit (ReLU) and hyperbolic tangent (Tanh). ReLU 
outputs the input directly if it is positive, otherwise, it outputs 0. It is popular since it allows for faster 
training and mitigates gradient issues that other functions run into (Starmer, 2020b). Refer to Figure 14 
for the graph of ReLU. Tanh is similar to the sigmoid function discussed previously in ML, except that it, 
similar to ReLU, mitigates gradient issues that the sigmoid runs into. Just like sigmoid, Tanh is only used 
for classification tasks, but ReLU can be used for both regression and classification tasks. Refer to 
Figure 15 for the graph of Tanh. However, since tanh requires the computation of exponents, it is much 
slower than ReLU, meaning that ReLU is still by far the most used function among developers (Sharma, 
2017). 
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Figure 14 
 
Graph of a ReLU Activation Function 
 

 
 
Figure 15 
 
Graph of a Tanh Activation Function 
 

 
 
 The choice of activation functions in the output layer depends on the task the model is trying to 
perform. For regression tasks, a linear activation function is often used as it just sums the information 
from the previous layer without changing any information. For binary classification, a sigmoid function is 
often used (here sigmoid is used over Tanh since it has an output range between 0 and 1 rather than -1 
and 1). For multi-class classification, a softmax function is used to produce a probability distribution 
across multiple classes. Softmax is similar to sigmoid, except that it can output multiple classes 
(Brownlee, 2021).  
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Backpropagation 

Backpropagation is the training process where the network learns from its errors, similar to 
gradient descent in ML. After the forward pass, the network calculates the loss with a loss function like 
MSE for regression, binary cross entropy for binary classification, or categorical cross entropy for 
multiclass classification, similar to calculating the cost in ML (Bourke, 2022). During backpropagation, 
this calculated loss is then fed back through the network with chain rule (an important concept in 
differential calculus), and the weights are adjusted to reduce the loss. Activation functions play a key role 
here because their derivatives are used to calculate the gradient of the loss with respect to each weight 
(Sanderson, 2017b). It is similar to a teacher adjusting their teaching methods based on how well 
students perform on assessments. 

 
Batch, Epoch, Early Stopping, and Dropout 
 Similar to repeating gradient descent in ML for multiple iterations until the loss is minimal, deep 
learning also repeats the process of forward pass and backpropagation multiple times. 
 

Batch. A batch is a subset of the data that is fed through the network. Instead of giving the 
model the entire training set at once, which can be computationally intensive, the data is divided into 
smaller chunks. Each chunk is fed through the network front and back and then repeated for each batch. 
The size of each batch, also known as the “batch size”, is a hyperparameter that can also be configured. 
Too small of a batch size can sometimes lead to overfitting since they tend to have more variance in 
their representation of the overall dataset, which can cause the model to make updates that are too 
specific. However, it uses much less computational power compared to larger batch sizes. On the other 
hand, larger batch sizes can lead to underfitting since they might smooth out the learning too much, 
which causes them to not capture the subtleties in the data (Géron, 2019, pp. 15, 326). 
  

Epoch. An epoch is one complete pass of the entire dataset. It is essentially a collection of 
batches that goes through all the points in the dataset. During an epoch, the training is divided into 
batches, and the network iterates over these batches. After that, it validates the results of the training 
with the validation set. The number of epochs is also a hyperparameter. More epochs mean more 
iterations, which can lead to better-performing models, but it can also cause the model to overfit as it 
essentially memorizes specific features of the data rather than patterns that can be generalized. Less 
epochs can lead to underfitting as the model simply has not learned enough patterns yet (Géron, 2019, 
p. 290). 
  

Early Stopping. Early stopping is often used to combat overfitting. It involves stopping the 
training process early when the validation performance stops increasing at a certain threshold. 
Hyperparameters such as the patience (how many epochs to wait for before early stopping occurs), the 
metrics type (such as the validation accuracy, validation loss, or validation F1 score), and the threshold 
(how much of the chosen metrics scores does the model not improve before early stopping occurs) can 
all be configured. Early stopping is a form of regularization, which, as previously discussed, ensures that 
the model doesn’t overtrain (Géron, 2019, p. 141). 
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Figure 16 
 
An Example of Early Stopping 
 

 
 
Dropout. Dropout is also another form of regularization that randomly selects neurons that are 

“dropped out” from the network, meaning that the selected neurons are temporarily ignored on both the 
forward pass and backpropagation. This technique helps neural networks to not be overly reliant on one 
specific feature, which helps with generalization and overfitting (Géron, 2019, pp. 365–368). 
 
Natural Language Processing 
 Natural Language Processing (NLP) is the process that allows computers to analyze, 
understand, and derive meaning from language. It uses algorithms to identify and extract language rules 
so that the unstructured language data is converted into a form that computers can understand. 
Originally, NLP and deep learning were two separate entities with little association with one another. It 
was originally based on just set rules to extract meanings from them. The first prominent example of 
NLP was in the ELIZA program, a rule-based chatbot that essentially parrots the user (Jurafsky & Martin, 
2023, p. 4). See Figure 17 for an example ELIZA conversation. As NLP evolved, however, it began to tie 
into machine learning and eventually deep learning. NLP is the technology that provides tools to identify 
disinformation; ML models can be trained to recognize patterns and anomalies in text that may indicate 
fake news. 
 
Figure 17 
 
Example of an ELIZA Conversation 
 

 
 

Since the human language is not only very complex from a grammar standpoint but also the 
lurking variables such as different tonalities, idioms, regional dialects, and new slang, developing NLP 
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systems that can detect subtle differences is a challenge. Therefore, data preparation needs to be taken 
with extra care as compared to typical ML tasks.  
 
Text Preprocessing 
 Text preprocessing prepares the raw text for analysis and model training. This process is the 
equivalent of data preprocessing in ML, and similarly, the quality of the preprocessing will directly impact 
the quality of the model’s output. It involves the following steps: initial text cleanup, tokenization, stop 
word removal, stemming and lemmatization, sequencing, and padding (Deepanshi, 2023). 
 

Initial Text Cleanup. Initial text cleanup removes unnecessary elements from the text, such as 
HTML tags, URLs, special characters, numbers, and other non-linguistic elements. The goal is to strip 
the text down to normal language void of extraneous values. Since scraping text from the web usually 
results in ugly data, this text has to be cleaned to an extent; it is similar to cleaning the valuable items 
you found in a scrapyard (Deepanshi, 2023). 
 
 Tokenization. Tokenization is the process of breaking down text into smaller units called tokens. 
A token is typically a word, but it can also be a sentence in rare scenarios. The primary purpose of 
tokenization is to simplify the text data into pieces for analysis and processing. Word tokenization is the 
most common form, where each word is separated into its own “token”, with punctuation marks receiving 
their own tokens (Jurafsky & Martin, 2023, p. 63).  
  
 Stop Word Removal. Stop words are common words like “the”, “is”, “in”, and “which”. These 
words often do not carry significant meaning and are used almost everywhere in language. Removing 
these words can help reduce the size of the data and focus on more meaningful words. Usually, this 
process is done by comparing against a predefined list of stop words, which can vary depending on the 
language and usage (Khanna, 2021). 
 

Stemming and Lemmatization. Both stemming and lemmatization aim to reduce words to their 
base or root form. Stemming cuts off the prefixes and suffixes based on rules, such as simplifying 
“fishing”, “fished”, and “fisher” all to the word “fish”. Lemmatization reduces words to their base form 
called the “lemma”. Unlike stemming, lemmatization has contextual awareness, meaning that it 
considers the context and POS of a word. For example, "saw" would be lemmatized to "see" if it's used 
as a verb but remains as "saw" if it is a noun. However, the downside to lemmatization is that it is much 
slower than stemming as slicing pieces of words off is much faster than finding their roots (Jurafsky & 
Martin, 2023, pp. 5, 22–23). 

 
Sequencing. Sequencing converts the tokens into a numerical value. The conversion is based 

on a word index, where frequent words are given lower integers, and less frequent words are assigned 
higher integers. This process is important as it transforms the textual data into a format that can be 
understood by the neural network (Moroney, 2020). 

 
Padding. Padding is the final step of preprocessing. It essentially adds or truncates tokens so 

that every piece of text is the same length. This step is necessary as neural networks usually expect a 
certain number of input parameters (Moroney, 2020). 
 
Basic Text Representation Techniques 

Even after cleaning up the text data, these texts still need to be transformed into a format that 
computers can understand. In basic ML, this is usually achieved by using NumPy to convert table 
formats into matrices. However, text is unstructured, so a different technique is used—text 
representation converts text data into a format that can be understood and utilized by machine learning 
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algorithms (Sarguroh, 2023). These techniques allow textual data to be interpreted and processed by 
machine learning models. In the context of identifying disinformation, how text is represented can 
significantly influence the effectiveness of the detection process. The goal is to represent text in a 
numerical format while preserving as much of the original information as possible. Some common 
techniques include Bag-of-Words (BoW) and N-grams. 

 
Bag-of-Words (BoW). The Bag-of-Words model is one of the simplest forms of text 

representation. It involves representing text data as a bag (set) of words without considering grammar 
and word order. It essentially throws all the words it sees into a bag and then counts the number of 
occurrences. In more technical terms, it creates a vocabulary of all the unique words in the text and 
represents each document as a vector with counts of how often each word appears. Refer to Figure 18 
for a visual representation of BoW. In disinformation detection, BoW can help in identifying frequently 
used words in misleading news versus credible ones. However, it disregards the order of words, 
meaning that it cannot capture the full context of sentences (Neubig, 2021). 
 
Figure 18 
 
Visual Representation of How Bag-of-Words Works 
 

 
 

N-gram. An n-gram model considers a sequence of  items (words or characters) from the text. 𝑛
It is an extension of the BoW model that takes into account the context to a certain extent by capturing 
word co-occurrences. For example, a bigram (2-gram) model would look at pairs of consecutive words. 
Refer to Figure 19 for a visual representation of n-gram. In the figure, unigram groups word by one, 
bigram groups word by two, trigram groups word by three, and so on. Each of these groups is then 
thrown into a bag and counted for the number of occurrences. Using a larger  captures more contextual 𝑛
understanding of words and sentences but can lead to overfitting as the same sequence of words that 
are in the training set may never appear in the testing data. N-gram can be more effective in 
understanding language patterns compared to BoW, which is essential in identifying nuanced 
disinformation strategies (Jurafsky & Martin, 2023, pp. 31–37).  
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Figure 19 
 
Visual Representation of Unigram, Bigram, and Trigram Models 
 

 
 
Advanced Text Representation Techniques 
 More advanced representation techniques are used to capture more details and intricacies of 
language, which basic methods like BoW and n-gram might miss. This is especially important in 
applications like identifying disinformation, where understanding context, sentiment, and subtle linguistic 
cues is essential. They recognize more hidden patterns within the language and understand the context 
of each word better, which helps models make more accurate and meaningful interpretations of words 
and sentences. 
 Word embeddings essentially map each word in a language to a unique, multi-dimensional point 
in space. Words with similar meanings or used in similar contexts are placed closer together in this 
space. This proximity captures their relationship in a way that a computer can understand and use. 
Embeddings convert high-dimensional data (like BoW) into a lower-dimensional space (essentially fewer 
layers of matrices). This conversion makes the data easier to process and analyze for machine learning 
models (Jurafsky & Martin, 2023, p. 103). Figure 20 provides a simplified visual representation of word 
embeddings. There are two common word embedding techniques: Word to Vector (Word2Vec) and 
Global Vectors for Word Representation (GLoVe). 
 
Figure 20 
 
A Simplified Visual Representation of Word Embeddings 
 

 
 
 Word2Vec, developed by a team at Google, is one of the most popular word embedding 
techniques. It involves two methods: Continuous Bag of Words (CBoW), which uses a neural network to 
predict a target word based on its surrounding context, and Skip-Gram, which predicts the surrounding 
context given a word. Word2Vec models are trained using a large corpus of text, and once it is trained, it 
can detect synonymous words or suggest additional words for a partial sentence (Jurafsky & Martin, 
2023, pp. 119–124). In the context of disinformation detection, using Word2Vec can help understand the 
contextual usage of words in different types of articles, which can help distinguish between genuine and 
misleading news. 
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 GloVe, created by Stanford University, is another method for generating word embeddings. It is 
different from Word2Vec in the sense that it not only looks at the local context of words but also at their 
overall occurrence across the entire text. GloVe is useful at capturing both the general use of a word and 
how it's used in specific contexts, which provides a detailed word representation. It builds a matrix 
(called the co-occurrence matrix) where each cell value represents how frequently two words (one 
represented by the row and the other by the column) appear together in the text. For example, if 'coffee' 
and 'milk' are often seen together, their corresponding cell in the matrix will have a high value. The goal 
of GloVe is to learn a word vector (a list of numbers) for each word. These vectors are created in a way 
that their relationship with each other is similar to the relationship of the words in the co-occurrence 
matrix. Essentially, words that appear in similar contexts will have similar word vectors (Chakraborty & 
Roy, 2022). 
 
Advancements in Neural Networks 

Before deep learning was developed to the current state, after text preprocessing and text 
representation, the cleaned-up and transformed text was fed into basic ML models like logistic 
regression for classification. However, basic ML models usually cannot capture the full context of words. 
Words in a sentence are not just a collection of independent entities; their meaning and interpretation 
largely depend on the preceding and following words. Hence, neural networks, specifically recurrent 
neural networks (RNN) and long short-term memory (LSTM), are now commonly used for NLP 
(“Language Models, Explained: How GPT and Other Models Work,” 2023). 
 

Recurrent Neural Network (RNN). Recurrent neural networks are a type of neural network 
specifically made to handle sequential data. In NLP, where the sequence of words is crucial in 
understanding context and meaning, RNNs have become a fundamental tool. Unlike traditional neural 
networks, where data flows in a straight line from input to output across layers, RNNs process 
information in a sequence by taking into account both the current and prior inputs. This sequential 
processing is possible since RNNs have connections that allow each cell to loop back on itself (Donges, 
2024). Each “cell” (equivalent to a node in traditional neural networks) in an RNN layer acts as a 
mini-memory unit, and it updates its hidden state (a value that is essentially RNN’s memory) with each 
time step (essentially the th pass on itself) in the sequence. It loops back on itself until the end of a 𝑖
sequence, such as the end of a sentence, and then it passes the information onto the next layer. Figure 
21 gives a visual representation of RNN. As an RNN processes a sequence, each input is tackled one at 
a time. For every new input (such as words), a cell in the RNN updates its hidden state. Then, it passes 
the hidden state along with the input to the next layer of cells, which would accomplish a similar task, 
except that it is done at a higher level, such as from understanding basic syntactic structure to more 
abstract semantic meaning (Nabi, 2019). Every cell in a layer does the same thing as the other cells in 
the same layer, but it may capture different aspects and features of the input sequence, similar to a basic 
feedforward neural network. This sequential processing allows RNNs to maintain the memory of 
previous data in the sequence, making them ideal for tasks like language modeling and text generation. 
However, RNNs often run into long-term dependencies, meaning that it is hard for RNNs to remember 
and utilize information from earlier in the sequence as the distance increases, which leads to difficulties 
in learning and remembering information over long text sequences (Starmer, 2022a). 
 
 
 
 
 
 
 
 



NAVIGATING DISINFORMATION: A DEEP LEARNING APPROACH                                CHEN          27 
 
Figure 21 
 
Simple Representation of RNN Consisting of One Cell Feeding Itself the Hidden State 
 

 
 

Long Short-Term Memory (LSTM). LSTMs, while being a type of RNN, were developed to solve 
the long-term dependency problems in RNNs. At the core of LSTMs is the cell state, which is similar to a 
conveyor belt and runs through the entire chain of the network. This cell state is important for 
maintaining information over extended periods, acting as the network’s long-term memory. While the cell 
state acts as the long-term memory, the hidden state, similar to traditional RNNs, is a short-term memory 
that is used to make predictions and is passed to the next time step and the next layer. Similar to RNN, 
each layer in an LSTM network contains a certain number of cells, a hyperparameter that can be 
adjusted based on the complexity. However, as Baeldung (2023) noted, these cells have specialized 
structures known as gates: the input gate, the forget gate, and the output gate, which are used to 
regulate the flow of information in and out of the cell state. The input gate determines how much of the 
new information to store in the cell state, the forget gate decides what information to discard from the 
cell state, and the output gate determines what the next output should be, based on the current input 
and the memory of the cell state. In each LSTM cell, a "candidate" for updating the cell state is created. 
This candidate is formed by combining the current input with the previous hidden state, typically using a 
non-linear activation function like tanh; the candidate represents a potential new value for the cell state 
(Thakur, 2018). The actual update to the cell state then combines this candidate with the effects of the 
input and forget gates. This intricate mechanism allows the cell state to be updated in a way that retains 
important long-term information while introducing relevant new data (Starmer, 2022b). Figure 22 gives a 
visual representation of LSTM. LSTMs have become widely used due to their ability to understand and 
retain information over long sequences. In the context of this project, LSTM provides the necessary 
depth to analyze and interpret language where the differences between the tonality of real and fake 
news are extremely subtle. 
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Figure 22 
 
Simple Representation of a Cell in LSTM 
 

 
 
Transformers 

After the development of advanced neural networks like RNNs and LSTMs, the field of NLP was 
transformed significantly with the introduction of transformers. A transformer is a type of neural network 
architecture introduced by Google in a paper titled "Attention Is All You Need" by Vaswani et al. (2017). It 
is different from the sequential processing of RNNs and LSTMs and instead uses a mechanism known 
as “attention” to process all parts of the input data simultaneously, which makes processing text more 
efficient and effective, especially for longer sequences. Even though the original purpose was for 
translating languages, the transformer architecture was soon adopted for more NLP tasks, including 
sentiment analysis and text generation (Saleem, n.d.). Prominent transformers such as BERT, GPT, and 
LLaMA were developed, and they shaped the landscape of generative AI today. 

 
Generative Pre-trained Transformers (GPT). GPT models are developed by OpenAI, with 

GPT-1, the first GPT model, released in June 2018. GPT is an autoregressive model, meaning it 
generates text by predicting the next word in a sequence given all the previous words through a 
probabilistic model. It is useful in tasks that require language generation, such as creating text based on 
a given prompt (OpenAI, 2022). Through countless improvements and versions over the years, GPT has 
become one of the most prominent examples of text-generative AI today, with ChatGPT amassing over 
100 million users (Malik, 2023). 

 
Bidirectional Encoder Representations from Transformers (BERT). BERT was developed by 

Google in October 2018 with the main purpose of understanding the context of a word in a sentence, as 
compared to GPT’s text generation. Some prominent examples include sentiment analysis, question 
answering, text summarization, and filling in the blanks (fill-mask). It revolutionized the idea of 
transformers at the time with its bidirectional training approach, meaning that it could gain context from 
both the left and right of the word, which was unlike the original Transformer and GPT. This bidirectional 
approach allows BERT to gain a deeper understanding of language context and nuances, which made it 
better at doing the aforementioned tasks than GPT at the time of either’s release. BERT can also be 
fine-tuned, where they are further trained for specific tasks, such as identifying disinformation in the 
context of this project. There are also various versions of BERT, which are optimized for different tasks 
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and environments; some prominent examples include ALBERT, RoBERTa, and DistilBERT (Muller, 
2022). 

Large Language Model Meta AI (LLaMA). LLaMA (or Llama) is a more recent development in 
the realm of transformer-based models developed by Meta. It's designed to be efficient while maintaining 
or even surpassing the performance of models like GPT-4. Similar to GPT, it is used in a variety of 
language generation and understanding tasks, specifically in environments where the balance between 
performance and computational efficiency is important (Meta, 2023). It gained a lot of attention for being 
a responsible and safe model and “is available for free for research and commercial use” (Introducing 
Llama 2, n.d.). 

These transformers are usually pre-trained, meaning that they are ready to be used by the users 
for inferences without much modification. These transformers’ efficiency and capabilities are also 
determined by the number of parameters. Parameters in transformers are similar to those in neural 
networks, such as weights and biases—they are essentially “settings” of the transformer. The number of 
parameters is a key factor in determining the model's ability to process and generate language, with 
larger models generally performing better. However, the larger models require more computational 
power and resources to train and run. For context, the default BERT has around 110 million parameters, 
Llama-2 comes in different sizes ranging from 7 billion to 70 billion, and GPT-4 reportedly has 1.7 trillion 
parameters (Muller, 2022; Touvron et al., 2023; Schreiner, 2023). 
 
Past Works 

In this final section, I will discuss previous research on the field of using AI to identify 
disinformation. After a long explanation of ML, DL, and NLP techniques above, this section serves to 
analyze some of the studies related to identifying disinformation with AI. 
 
Human Benchmark 

A study by Spezzano et al. (2021) compared the accuracy of humans and AI in identifying fake 
news under different conditions (news excerpt only; title and image; title and bias; title, image, and bias). 
Spezzano et al. found that the AI outperformed the humans statistically significantly across all four 
conditions. For the interest of this senior project, the news excerpt has an AI accuracy of 71% and a 
human accuracy of 53.3%. The AI in this study utilized only fundamental NLP techniques, such as 
extracting the average word count per sentence and rate of misspelling, which was analyzed using a 
simple logistic regression model. The respondents of this study have also revealed that the perception of 
professionalism and subjectivity in the excerpt influenced their judgment. It is also important to note that 
this model did not utilize a holdout set, meaning that the model might not perform well on other news 
sources. 
 
Other Studies 

Canale and Messina (2023) utilized both fine-tuned and non-fine-tuned large language models 
(LLMs) to identify disinformation in Italian news sources. The non-fine-tuned models were tested against 
three datasets (PagellaPolitica1, FEVER-it-small, and MinistryHealth), and the average of their accuracy 
was taken. Most prominently, GPT-4 performed the best, with an average accuracy of 78.15%. For 
fine-tuned models, DistilBERT trained on the combination of PagellaPolitica1 and FEVER-it-small and 
inferenced on MinistryHealth, performed the best, with an accuracy of 93.51%. However, the average 
accuracy for this model is only 67.18% due to their lower scores on the datasets that they were trained 
on. The authors did not give any explanations for this unexpected behavior. 

Many other studies, such as ones from Chauhan and Palivela (2021), Azizah et al. (2023), and 
Mattern et al. (2021), all produced models that achieved excellent results, scoring 99.88%, 87.6%, and 
98.1% accuracy scores, respectively. However, all three studies did not utilize any holdout sets and 
simply accessed the models from the same dataset that the training set was subset on, which may 
introduce biases that help increase the models’ performance as they might have already seen and 
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memorized certain words or phrases that helps identify whether a piece of news is real or fake. This 
aspect will be discussed in more detail under the methodology section. 

 
Methodology 

 
For my research, I utilized different deep learning models and architectures to gauge each 

model’s accuracy at detecting disinformation and compare the results between one another as well as 
the baseline found in DIS. I first sent an initial survey to DIS high school students to gauge their 
understanding of artificial intelligence and draw a baseline for their accuracy in identifying disinformation. 
I then built and utilized several deep learning models that detect whether a piece of information is real or 
fake. Finally, grade 9 students in CS classes completed five quizzes with five questions each on 
identifying whether a piece of news is real or fake; this process was used to collect more data points. 

 
Initial Survey 
 I sent an initial survey (see Appendix A) through Google Forms to all high school students at DIS 
to gain insights into people’s understanding of AI as well as to establish a baseline for DIS high school 
students’ accuracy at identifying disinformation for ML models to compare against. In total, 101 
respondents filled out the survey. The survey is split into three sections—getting the background of the 
respondent, gauging their understanding of AI, and identifying whether five pieces of media are real or 
fake. However, it is important to note that nonresponse bias may be present as it is a voluntary-based 
survey (with students later being pushed to fill it out), meaning that the data should be interpreted with 
caution. 
 
General Background 

This section delves into understanding students’ basic background, which includes their grade 
level and whether they know what AI is. 

 
 Grade Level. Of the 101 high school students from DIS, grades 9 and 11 account for 20.79% 
each, with grade 10 accounting for 27.72% and grade 12 at 30.69% of the total sample (see Figure 
23.1). In this survey discussion, both the entire sample and individual grade levels are analyzed. 
 
 Do You Know What Artificial Intelligence (AI) Is? From Figure 23.2, 96.04% of the 
respondents know what AI is. However, upon looking at the data points, one of the respondents certainly 
engaged in non-serious responding. In addition, given the school environment, it is more likely that all 
respondents know what AI is. Figure 23.3 gives a more detailed breakdown of the understanding of AI 
across different grade levels—two respondents from grade 9 and one respondent from grades 11 and 12 
each responded “No” when asked the question. Given that answering “No” to this question skips the 
next section on the detailed understanding of AI, respondents may have answered “No” to skip over the 
section. 
 
Understanding of AI 
 This section is only displayed to the 97 participants who answered “Yes” to “Do you know what 
artificial intelligence (AI) is?”. This section aims to gauge the level of understanding of AI among DIS 
high school students. 
 
 Which of The Following AI Tools Have You Used? This question is a multi-select question. Of 
the 97 responses, 95 responded that they had used ChatGPT, which is by far the most used AI tool. As 
shown in Figure 24.1, the difference between ChatGPT and the rest of the AI tools is extremely 
significant—the second most used tool is Bing AI with only 19 respondents. Diving deeper into each 
grade level, Figure 24.2 and Figure 24.3 show that grade 10 students have the highest proportion of AI 
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tool utilization across most AI tools (with the exception of Auto-GPT). Grades 11 and 12 students also 
utilized various tools, albeit at a lesser degree as compared to that of grade 10. Grade 9 students by far 
utilize AI tools the least across most AI tools, with multiple tools getting 0 responses. 
 
 Do You Think Generative Text Models (Like ChatGPT) Have the Ability to Think? 44.33% of 
the 97 respondents answered “Yes” to this question, as shown in Figure 24.4. As shown by the trend 
across grade levels in Figure 24.5, as the grade level increases, the proportion of students who think 
text models have the ability to think decreases (63.16% in grade 9 and only 26.67% in grade 12). As 
mentioned in the secondary research, generative text models do not have the ability to think. This trend 
suggests that older students generally have a better understanding of how generative models work. 
 
 Do You Think These Models are Sentient (Meaning That They Have the Ability to 
Experience Feelings)? Fewer respondents believe that this is the case, with only 12.37% of 
respondents answering “Yes” to the question (see Figure 24.6). Similarly to the previous question, there 
is also the same trend—as grade level increases, fewer respondents tend to believe that AI models are 
sentient (21.05% in grade 9 and 3.33% in grade 12), which also suggests a better understanding of how 
generative models work. 
 
 How Do You Think These Models Work? This question is a multiple-choice question; however, 
respondents may also choose to enter a custom response if they choose to. As shown in Figure 24.8, of 
the 97 respondents, 65.98% believe that the choice “They use a complex algorithm that learns from 
human behavior over time” is correct, and 21.65% believe that the choice “They are programmed with a 
fixed set of responses for every query” is correct. However, both of these statements do not reflect the 
true reality of AI. The correct response, “They use probability to gauge the next probable word choice”, is 
only chosen by 4.12% of respondents. Custom responses also generally do not reflect a true statement 
of how generative text models work. Figure 24.9 gives a deeper breakdown of responses across grade 
levels. Contradicting the two previous questions, grades 10 and 11 are the only grade levels that have 
respondents who selected the correct statement, with proportions of  7.14% and 10.00%, respectively. 
 
Five-Question Quiz 
 All participants, regardless of the answer they picked for “Do you know what artificial intelligence 
(AI) is”, are required to fill out the five-question quiz. Respondents are given five passages, one after 
another, for them to indicate whether the piece of media is real or fake. The media pieces are pooled 
from multiple datasets and then manually picked to ensure that the passage is not too overly long. 
Namely, the datasets used are ones from Bharadwaj et al. (2020) and Verma et al. (2021). Since some 
datasets already come stemmed or lammetized, I first try to find the source of the original media to get 
the original text; however, if no media can be found, I modified them to be as close as possible to the 
original passage. This section serves as a human benchmark for AI models to compare against. 
 
 Question 1. Respondents were given the following passage: 

A British man, accused of posting a picture of four-year-old Prince George and the address of his 
London school as part of a series of possible targets for Islamist militants, will face trial from April 
30, a London court said on Wednesday. Husnain Rashid, 31, is accused of posting information 
on the Telegram messaging service to encourage jihadis to carry out attacks, along with 
information to help them with possible targets such as sports venues. He appeared at London's 
Old Bailey central criminal court charged with preparing acts of terrorism, and was remanded in 
custody. His four-week trial will take place at Woolwich Crown Court in south London. 

 
The passage is real; 50.50% of respondents thought the passage is real, and 49.50% thought the 
passage is fake, as shown in Figure 25.1. Figure 25.2 also suggests an increasing trend of correctly 
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identifying the passage as the grade level increases, with only 47.62% of grade 9 students labeling the 
media as real as compared to the 61.29% correct labeling of the grade 12 students. 
 
 Question 2. Respondents were given the following passage: 

Harvey Weinstein was among a host of Hollywood actors and producers that donated $10,000 to 
former President Bill Clinton's defense fund during his 1998 impeachment trials. The Washington 
Post published a story in 1998 reporting Harvey Weinstein as one of 62 donors giving the 
maximum $10,000. Weinstein donated along with a number of other notable names, like Tom 
Hanks, Barbra Streisand, Michael Douglas, Ron Howard, Norman Lear and Steven Spielberg. 
WaPo also reported that Clinton's defense fund collected $2.2 million in its first six months, 
tapping into the resentment against the attorney that investigated Clinton as to whether he 
committed perjury or obstructed justice in a sexual assault lawsuit. 

 
The passage is fake; 38.61% of all respondents correctly identified the media as fake, as shown in 
Figure 25.3. Similar to question 1, the trend of correctly identifying the legitimacy of the media increases 
as the grade level increases, with 23.81% and 51.61% correctly identifying the news for grade 9 and 
grade 12 students, respectively (see Figure 25.4). 
 
 Question 3. Respondents were given the following passage: 

President Donald Trump celebrated the news that 227,000 jobs were created in January, meeting 
with his Economic Advisory Council at the White House on Friday morning. "Great spirit in the 
country right now," Trump said, speaking to the press. "So we're very happy about that. I think 
that it's going to continue big league. We're bringing back jobs. We're bringing down your taxes. 
We're getting rid of regulations." Trump promised "exciting times" ahead, previewing a tax bill 
"soon" and a healthcare bill "even sooner." "Amazingly, it's never happened before that politics 
has become a much bigger subject than the Super Bowl," he said. "This is usually Super Bowl 
territory." Trump told the business leaders that he wanted to hear from them as he tackled more 
reform proposals to make their businesses better, including getting rid of the cumbersome 
legislation. 

 
The passage is real; 57.43% of all respondents correctly identified the media as real, as shown in Figure 
25.5. A similar trend as the above two questions follows; however, grade 11 this time outperforms grade 
12 by 5.38%, as shown in Figure 25.6. 
 
 Question 4. Respondents were given the following passage: 

A Baltimore man was sentenced to four years behind bars for illegally trafficking food stamps. 
U.S. District Judge Richard D. Bennett sentenced Mohammad Shafiq, 51, to four years in prison 
and three years of supervised release after his sentence ends, in addition to making him pay 
$3.7 million in restitution, the Baltimore Sun reported. Shafiq was the latest defendant to be 
sentenced in a series of prosecutions of 14 retailers in the Baltimore area. A federal grand jury 
indicted the retailers in August 2016 for food stamp and wire fraud. The 14 retailers stole a total 
of $16 million from the U.S. Department of Agriculture by illegally exchanging food stamps for 
cash, according to the indictment. Twelve out the 14 defendants pleaded guilty, and two were 
sentenced this week, according to the Sun. Multiple stores across the country have been cited 
for millions of dollars in food stamp fraud. Investigators found more than $20 million worth of food 
stamp fraud at retailers in Florida, and 140 stores in Chicago were cited for food stamp fraud. 

 
The passage is real; 54.46% of all respondents correctly identified the media as real, as shown in Figure 
25.7. However, for this passage, the grade 11 students outperformed the other grades, with the section 
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scoring an 80.95% accuracy, while the next closest group, grade 10, only has an accuracy of 50.00% 
(see Figure 25.8). 
 
 Question 5. Respondents were given the following passage: 

The State Department misplaced and lost some $6 billion due to the improper filing of contracts 
during the past six years, mainly during the tenure of former Secretary of State Hilary Clinton, 
according to a newly released Inspector General report. The $6 billion in unaccounted funds 
poses a significant financial risk and demonstrates a lack of internal control over the 
Department's contract actions, according to the report. The alert, originally sent on March 20 and 
just released this week, warns that the missing contracting funds could expose the department to 
substantial financial losses. The report centered on State Department contracts worth more than 
$6 billion in which contract files were incomplete or could not be located at all, according to the 
alert. The failure to maintain contract files adequately creates significant financial risk and 
demonstrates a lack of internal control over the Department's contract actions, the alert states. 

 
The passage is fake; 55.45% of all respondents correctly identified the media as fake, as shown in 
Figure 25.9. Grades 11 and 12’s accuracy scores of 76.19% and 67.74%, respectively, outperformed the 
52.38% accurate grade 9, with grade 10’s 28.57% significantly behind (see Figure 25.10). 
 
 Score Distribution. As shown in Figure 25.11 (histogram) and Figure 25.12 (box plot), the score 
distribution of all grade levels is unimodal and ever-so-slightly skewed to the left. The median of the 
distribution is 3 points, the mean is 2.564, and the mode is 3, which also suggests a slight skew to the 
left. With a Q1 of 2 and Q3 of 3, the interquartile range (IQR) is thus 3 - 2 = 1 point, with a range of 5 - 0 
= 5 and a standard deviation of 1.252. As shown in Figure 25.12 with the calculation of  𝑄3 + 1. 5 · 𝐼𝑄𝑅
and , data points with scores 0 and 5 are all considered outliers. For individual grade 𝑄1 − 1. 5 · 𝐼𝑄𝑅
level breakdowns, the mean, median, Q1, and Q3 of grades 9 and 10 are lower than that of grade 12, 
which may suggest that grade 11 and 12 students tend to perform better at identifying disinformation 
across the five questions (see Figure 25.13, Figure 25.14, and Table 3). 
 
Table 3 
 
Descriptive Statistics for the Five-Question Quiz Score 
 

Grade  Median Mean Mode Q1 Q3 IQR SD Range 

Overall 3 2.564 3 2 3 1 1.252 5 

9 2 2.143 3 1 3 2 1.108 4 

10 2 2.179 1 1 3 2 1.335 5 

11 3 3.000 3 2 4 2 1.095 4 

12 3 2.903 3 2 4 2 1.221 4 

 
Model Development and Utilization 
 For this project, I developed two models—LSTM and LSTM with GloVe embeddings, fine-tuned 
one—DistilBERT, and utilized two pre-trained LLMs—Llama-2 and GPT-4 Turbo, to assess each model’s 
ability to identify disinformation. The models I built and fine-tuned were all trained on the WELFake 
dataset, where Verma et al. (2021) compiled the dataset from other well-known fake news datasets. 
There are a total of 72,134 news articles, 35,028 of which are real and 37,106 are fake. The only 
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columns utilized from the dataset are the title, text, and label. The title and text columns are combined 
and then preprocessed by removing specific words that might indicate the legitimacy of the media (such 
as “Reuters”) with the help of Regex. They are then lemmatized with the SpaCy library and split into 
train, test, and validate sets with a breakdown of 60%, 20%, and 20%, respectively. Each set is then 
tokenized with a maximum length of 500 tokens through the Keras library. Alongside the label as ground 
truth, they are fed to the models for training through PyTorch. The models were then tested on the test 
set from the same dataset and cross-inferenced on a holdout set compiled by Bharadwaj et al. (2020). 
The holdout set also underwent the same preprocessing treatment. The below sections detail the 
specifics of each model; for the source code of each model, please refer to Appendix B. 
 
LSTM 
 The text, after preprocessing, is embedded into a 128-dimensional vector (first layer of the 
model). The data is then passed through 2 LSTM layers with 256 nodes each, and it passes through a 
linear layer with 1 node with a sigmoid activation function, which indicates the probability that the news is 
real. Throughout training, it uses a binary cross-entropy loss function to adjust the weights and biases. It 
is trained with a batch size of 32 and a learning rate of 0.001 throughout 10 epochs; however, early 
stopping based on validation accuracy is implemented, meaning that if the validation accuracy doesn’t 
improve by the threshold set at 1% after a number of epochs (set as 3), the model will stop training. A 
dropout of 0.2 is also implemented to reduce overfitting. After the training process, the best model is 
saved based on the best validation accuracy score. 
 After several iterations of training and testing the model, the best one has an accuracy of 0.9665, 
an F1 score of 0.9685, and an AUC-ROC of 0.9938 on the test set. Early stopping was activated at 
epoch 9, and that also happens to be the best model (in terms of validation accuracy). As shown in 
Figure 26 and Figure 27, the training loss properly descended, and training accuracy improved as the 
epoch increased, while the validation loss slowly increased from around epoch 5, and the accuracy 
score plateaued at around 96%. In addition to the convincing metrics, the confusion matrix shown in 
Figure 28 also suggests a good performance for the model, with a high number of true positives and true 
negatives. However, the holdout metrics are less appealing: accuracy of 0.6095, F1 score of 0.1030, and 
AUC-ROC of 0.5110. Upon looking at the confusion matrix in Figure 29, there is a high number of true 
negatives and false negatives, meaning that the model does a great job of identifying fake news as fake 
but incorrectly marks real news as fake too. This effect is probably due to the different styles of writing 
that the holdout dataset has since the dataset includes not only news articles but also more colloquial 
types of media, such as emails and tweets. 
 
Figure 26 
 
LSTM Model Loss Over Epochs 
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Figure 27 
 
LSTM Model Accuracy Over Epochs 
 

 
 
Figure 28 
 
LSTM Confusion Matrix (Test Set) 
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Figure 29 
 
LSTM Confusion Matrix (Holdout Set) 
 

 
 
LSTM with GloVe Embeddings 
 This model, after preprocessing, is embedded through a GloVe model that was pretrained from 
texts on Wikipedia (with 6 billion tokens as a 300-dimensional vector to be exact). Then, similar to the 
raw LSTM model, the data is fed through two LSTM layers with 256 nodes, each with a final linear layer 
at the end to map the data onto a sigmoid curve. The model is also trained through 10 epochs, with 
regularization techniques exactly the same as the raw LSTM model. 
 Early stopping occurred at epoch 7, with the model at epoch 4 saved as it has the best 
performance (see Figure 30 and Figure 31). It has an accuracy of 0.9712, an F1 score of 0.9707, and an 
AUC-ROC of 0.9957 on the test set. However, similar to the raw LSTM model, it does not infer well on 
the holdout set, with only an accuracy of 0.6246, an F1 score of 0.1667, and an AUC-ROC of 0.5409. As 
shown in Figure 32 and Figure 33, the model once again suggests that it performs well on the test set 
but predicts many false negatives on the holdout set, similar to the LSTM model. Further comparisons 
between models and human benchmarks will be analyzed later in the paper. 
 
Figure 30 
 
LSTM + GloVe Loss Over Epochs 
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Figure 31 
 
LSTM + GloVe Accuracy Over Epochs 
 

 
 
Figure 32 
 
LSTM + GloVe Confusion Matrix (Test Set) 
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Figure 33 
 
LSTM + GloVe Confusion Matrix (Holdout Set) 
 

 
 
Fine-Tuned DistilBERT 
 For this model, I utilized the DistilBERT-base-uncased pre-trained model, meaning that this is the 
base version of the DistilBERT model (without fine-tunings) and is insensitive to casings. I trained the 
model on the same dataset as the ones from LSTM and LSTM + GloVe (WELFake). The fine-tuned 
training batch size is 16, a learning rate of 0.01, and the model is trained for 5 epochs. There is a weight 
decay of 0.01 (decreasing the weights slowly) as well as an internal dropout from the BERT model to 
regularize the model. The metrics of the model are logged every 50 steps (every batch pass-through is a 
step), with evaluation of the validation set occurring every 1000 steps to save time. The best model 
based on evaluation accuracy is saved at the end. 
 As shown in Figure 34, the training loss decreased drastically at first and decreased until it was 
nearly 0, while the validation loss hovered at around 0.5 (when it started to log at step 1000). The model 
was saved at the final step as it has the highest validation accuracy. This model achieved a test set 
accuracy of 0.9943, an F1 score of 0.9942, and an AUC-ROC of 0.9944. However, similar to the 
previous two models, this one also struggled with the holdout set, scoring an accuracy of 0.6156, an F1 
score of 0.0130, and an AUC-ROC of 0.4478. Figure 35 and Figure 36 once again suggest the model 
performs extremely well on the test set but amasses a lot of false negatives on the holdout set. 
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Figure 34 
 
DistilBERT Loss Over Steps 
 

 
 
Figure 35 
 
DistilBERT Confusion Matrix (Test Set) 
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Figure 36 
 
DistilBERT Confusion Matrix (Holdout Set) 
 

 
 
Llama 2 
 For Llama 2 and GPT-4 Turbo, I randomly sampled 500 datapoints each from the WELFake 
dataset and the dataset from Bharadwaj et al. (2020), then removed any bias words from each 
datapoint. This process was done as inferencing with Llama-2 takes quite a lot of time, and GPT-4 Turbo 
could be costly. To be specific, this Llama model is the 13b-chat-hf version, meaning that it has 13 billion 
parameters in the chat completion “mode” and is downloaded through Hugging Face. The following is 
the prompt that was fed to Llama: 

<s>[INST] <<SYS>> 
You are an expert in identifying fake news and disinformation. Please identify whether the piece 
of news is real or fake. 
Please think step-by-step as you answer the question. However, please only respond with 'real' if 
the news is real or 'fake' if the news is fake. 
Do not respond with any other words or phrases. 
If you are unsure if the news is real or fake, please still make an educated guess. 
<</SYS>> 
{{PASSAGE HERE}} [/INST] 

The tags such as <<SYS>> in the above prompt come from the prompting guide for Llama by Schmid et 
al. (2023). These tags help ensure Llama answers the prompts more accurately. {{PASSAGE HERE}} 
indicates the location of where each of the 1000 data points belongs when prompting Llama. Each data 
point is fed to Llama one at a time until all 1000 are predicted. Since the max token output of Llama was 
limited to 1 due to time and computing constraints, some outputs from Llama are truncated, and all 
output from Llama that indicates “real” and “r” will mark the passage as real, and “fake” or “f” will mark 
the passage as fake. Of the initial 1000 data points, Llama predicted 768 of them. 
 Llama scored an accuracy of 0.5859 and an F1 score of 0.5482. As shown in Figure 37, Llama 2 
does a great job at marking fake information as fake; however, it has a high count for false positives, 
meaning that it is incorrectly marking fake information as real.  
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Figure 37 
 
Llama-2 Confusion Matrix 
 

 
 
GPT-4 Turbo 
 After going through the same preprocessing steps as Llama 2, this model is called through 
OpenAI’s application programming interface (API). An API is essentially a call to the server that does 
some data retrieval and returns the output. In this case, calling the OpenAI API gives us the output for 
GPT’s response to the prompt. The model I used was specifically gpt-4-1106-preview, which is the 
model name for GPT-4 Turbo that was released on Nov. 06, 2023. This model was mainly chosen due to 
the cheaper price per token while showcasing a similar level of text comprehension as to the GPT-4 
Turbo version accessed by users through the ChatGPT website. The following is the system instruction 
that was given to GPT: 

You are an expert in identifying fake news and disinformation. Please identify whether the piece 
of news is real or fake. 
Please think step-by-step as you answer the question. However, please only respond with 'real' if 
the news is real or 'fake' if the news is fake. 
Do not respond with any other words or phrases. 
If you are unsure if the news is real or fake, please still make an educated guess. 

This prompt is similar to the Llama 2 prompt, except that it does not contain the special tags. The 
passage follows the system instructions, and the max output token was set to 10. Again, only outputs 
that are either “r”, “real”, “f”, or “fake” are marked, and GPT outputted 994 of those responses in total. 
 GPT scored an accuracy of 0.7324 and an F1 score of 0.5970 across the 994 predicted outputs. 
As shown in Figure 38, ChatGPT predicted a high number of true negatives, a moderate number of true 
positives and false negatives, and a small number of false positives. 
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Figure 38 
 
GPT-4 Turbo Confusion Matrix 
 

 
 

Table 4 gives a summary of the metrics across the above models. Further analysis between 
models and human benchmarks will be done under the Analyses section. 

 
Table 4 
 
Metrics Across ML Models 
 

Model Test 
Accuracy 

Test F1 
Score 

Test 
AUC-ROC 

Holdout 
Accuracy 

Holdout F1 
Score 

Holdout 
AUC-ROC 

LSTM 0.9665 0.9685 0.9938 0.6095 0.1030 0.5110 

LSTM + GloVe  0.9712 0.9707 0.9957 0.6246 0.1667 0.5409 

DistilBERT 0.9943 0.9942 0.9944 0.6156 0.0130 0.4478 

Llama 2 N/A N/A N/A 0.5859 0.5482 N/A 

GPT-4 Turbo N/A N/A N/A 0.7324 0.5970 N/A 

 
Note. For Llama 2 and GPT-4 Turbo, since they were tested on only the sampled 1000 data points, their 
results are put under the Holdout Accuracy and Holdout F1 Score columns. In addition, since I do not 
have access to the probability for their predictions on every data point, I am thus unable to calculate 
AUC-ROC for these two models. 
 
Grade 9 Quizzes 
 Five quizzes were administered to grade 9 students to understand more about their abilities to 
identify whether a piece of information is real or fake. Appendices C, D, E, F, and G contain the 
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questions that were given to them on each occasion. Table 5 shows the descriptive statistics of the five 
quizzes, as well as the overall statistics with the five quizzes aggregated, which is shown visually 
throughout Figures 39.1 to 39.6. From Figures 39.1 to 39.5, even though the distribution of the quizzes 
seems significantly different from one another, they still roughly resemble a bell-shaped curve, albeit 
skewed in different directions, with mean and median lying somewhere between 2 and 3. As shown in 
Figure 39.6, the overall distribution of the five quizzes captures a more normalized curve with a slight 
skew to the left. 
 
Table 5 
 
Descriptive Statistics for the Five Quizzes 
 

Quiz  Median Mean Mode Q1 Q3 IQR SD Range 

Overall 3 2.690 3 2 4 2 1.228 5 

1 3 3.133 3 2 4 2 1.120 4 

2 2 2.489 2 2 3 1 1.141 5 

3 3 2.795 3 2 4 2 1.250 5 

4 2 2.405 2 2 3 1 1.142 5 

5 2 2.571 2 2 3.75 1.75 1.382 5 

 
Discussion and Analysis 

Due to the constraints of this project, a standard ANOVA test cannot be performed, as the 
distribution of some human benchmarks is not approximately normal and there is a lack of repetition of 
using ML models to inference data. In addition, the Kruskal-Wallis test can not be used as the human 
samples are not independent, and I do not have individual predictions of every data point for the ML 
models. Given these limitations, the best option is to conduct a qualitative assessment of the mean 
accuracy and figures across groups rather than a quantitative one. This approach involves directly 
observing and comparing these averages to see if there are differences between groups, which will 
provide insights that are not strictly inferential but instead offer a practical understanding of the data 
given the constraints. 

The mean accuracies are used for this analysis, as it provides the easiest way to interpret the 
data. As shown in Table 6, all the ML models outperformed the two human benchmarks, especially 
GPT-4 Turbo, which performs significantly better than all other ML models and human benchmarks, 
setting an accuracy of 0.7324. This significant difference is most likely due to the large amount of text 
that GPT was trained on and the reasoning that it may be able to portray as compared to other models 
that was trained on a smaller set of data (especially the custom models). The human benchmarks all 
seem to be significantly worse than the rest, sitting at 0.5128 and 0.5380 for the initial survey and the 5 
quizzes, respectively, whereas the worst ML model, Llama 2, has an accuracy of 0.5859. However, even 
though these ML models are better than the set human benchmarks, it is unclear whether it has practical 
use cases in the real world, as even an accuracy of 0.7324 might not be significant enough to replace 
human fact-checkers. In addition, as shown in the confusion matrices for each model above, LSTM, 
LSTM + GloVe, and DistilBERT have a very high number of false negatives with almost no true 
negatives, which is an indication that the models are purely marking everything as false, which would 
suggest that it is not any better than the human benchmark. This statement is also reflected in the 
holdout F1 scores as shown in Table 4, where all the custom models have a low score while Llama-2 
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and GPT-4 Turbo have a slightly above average score, which suggests that the two LLMs may be 
slightly better than average, but not necessarily human benchmarks. Again, it is important to mention 
that the above analysis should be taken with a certain level of caution and acknowledged as indicative 
rather than definitive. 
 
Table 6 
 
Mean Accuracy Scores Across Different Data 
 

Data Accuracy 

Initial Survey 0.5128 

5 Quizzes 0.5380 

LSTM 0.6095 

LSTM + GloVe 0.6246 

DistilBERT 0.6156 

Llama 2 0.5859 

GPT-4 Turbo 0.7324 

 
Note. The accuracy scores for ML models are from the holdout set, as it gives the best predictor of new 
data. 
 

Conclusion 
 

This research aimed to explore the capabilities of AI in detecting disinformation and compare the 
performance of AI models against human benchmarks. Through the development and evaluation of 
various deep learning models, including LSTM, LSTM with GloVe embeddings, and fine-tuned 
DistilBERT, as well as the utilization of LLMs like Llama-2 and GPT-4 Turbo, I found that AI models 
generally outperformed the human benchmarks established through surveys and quizzes administered 
to high school students at DIS. Among all the AI models tested GPT-4 Turbo demonstrated the highest 
accuracy of 0.7324 in identifying disinformation, significantly surpassing the other models and the 
human benchmarks through a qualitative analysis. This performance is most likely due to the amount of 
data that GPT-4 was trained on, as well as its advanced reasoning capabilities as compared to other DL 
models and LLMs. However, it is important to note that even an accuracy of 0.7324 may not be 
significant enough to fully replace human fact-checkers in real-world scenarios. 

While custom-built models (LSTM, LSTM with GloVe, and DistilBERT) achieved high accuracies 
on the test sets from the training data, their performance on the holdout sets, which simulated new and 
unseen data, was less impressive. These models have a high number of false negatives, meaning that 
they tend to incorrectly label real news as fake. This observation suggests that these models may have 
overfitted to the specific characteristics of the training data and struggled to generalize effectively to new 
data. 

Even though the analysis of the results also highlighted the potential of AI techniques in 
identifying disinformation, it also demonstrated certain challenges and limitations. While AI models can 
outperform human benchmarks in specific tasks, their real-world applicability may be limited by factors 
such as overfitting, data quality, and the complexity of language nuances. For instance, it is difficult to 
compile all the data needed for a good detector as there are many news sources in all kinds of formats 
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(typical news articles, tweets, videos, images, messages, etc.), and the datasets available currently 
come in different formats (some does not have any passage text, some only have a title, and some 
doesn’t have either), which makes training models and inferencing data very difficult. Moreover, some 
datasets have the same data points, which makes inference useless. Once more datasets are publicly 
accessible, better models can be developed that encompass more forms of media. 

Overall, this research demonstrates the potential contribution of AI to combat the spread of 
disinformation. However, there is still a need for continued research and development to improve the 
variety and quality of datasets related to disinformation, which would allow better disinformation 
detection models to be built. 
 

Suggestions for Improvement 
 

Because of time constraints, I was unable to build and utilize other models that I had missed in 
this research, such as Claude 2. The rapid development of generative models also means that I was 
unable to use newer technology (like Gemini Ultra and Claude 3), which might have outperformed 
GPT-4 Turbo. In addition, due to time, computational, and financial constraints, I was unable to repeat 
experiments for the models I built and utilized, meaning that there were fewer accuracy scores for 
rigorous testing and comparison. If the experiments were repeated, then statistical tests could be 
employed to validate the results of this experiment quantitatively rather than qualitatively. 

In addition, since this research employed 5 quizzes on the same set of students, it is possible 
that students may have started guessing the answers in the final quizzes rather than trying to identify the 
correct answer to the best of their abilities. A better plan would have been to send out different quizzes 
to different populations for the most accurate representation of students’ abilities.  
 

Recommendations for Further Research 
 

As discussed above, further research could be done on developing better datasets on 
disinformation so that better ML models can be developed. In addition, utilizing more up-to-date models 
is also a necessity as the field of AI continues to evolve at a rapid pace. I suggest further research to 
explore the depth of such technologies in the field of identifying disinformation through diversifying the 
data (if available), as well as incorporating multimodal data, such as images, videos, and audio, as they 
become more readily available in our lives. In addition, it would be beneficial to build a tighter definition 
as to what constitutes a piece of information as real and what as fake, as not everything in an article is 
completely true, and not everything in an article is completely false or either. 

 
Word Count: 18534 
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Figure 23.2 
 
Do You Know What Artificial Intelligence (AI) Is? 
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Figure 23.3 
 
Understanding of AI Among Students per Grade Level 
 

 
 
 
Figure 24.1 
 
Which of The Following AI Tools Have You Used? 
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Figure 24.2 
 
Number of Respondents by Grade Level for Each AI Tool 
 

 
 
Figure 24.3 
 
Percentage of Respondents by Grade Level for Each AI Tool 
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Figure 24.4 
 
Do You Think Generative Text Models (Like ChatGPT) Have the Ability to Think? 
 

 
 
Figure 24.5 
 
Perceptions on the Thinking Abilities of AI Among Students per Grade Level 
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Figure 24.6 
 
Do You Think These Models are Sentient (Meaning That They Have the Ability to Experience Feelings)? 
 

 
 
Figure 24.7 
 
Perceptions on AI Sentience Among Students per Grade Level 
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Figure 24.8 
 
How Do You Think These Models Work? 
 

 
 
Figure 24.9 
 
Perceptions on the Workings of AI Among Students 
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Figure 25.1 
 
Real or fake: 
A British man, accused of posting a picture of four-year-old Prince George and the address of his 
London school as part of a series of possible targets for Islamist militants, will face trial from April 30, a 
London court said on Wednesday. Husnain Rashid, 31, is accused of posting information on the 
Telegram messaging service to encourage jihadis to carry out attacks, along with information to help 
them with possible targets such as sports venues. He appeared at London's Old Bailey central criminal 
court charged with preparing acts of terrorism, and was remanded in custody. His four-week trial will take 
place at Woolwich Crown Court in south London. 
 

 
 
Figure 25.2 
 
Question 1 Answer Distribution per Grade Level 
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Figure 25.3 
 
Real or fake: 
Harvey Weinstein was among a host of Hollywood actors and producers that donated $10,000 to former 
President Bill Clinton's defense fund during his 1998 impeachment trials. The Washington Post 
published a story in 1998 reporting Harvey Weinstein as one of 62 donors giving the maximum $10,000. 
Weinstein donated along with a number of other notable names, like Tom Hanks, Barbra Streisand, 
Michael Douglas, Ron Howard, Norman Lear and Steven Spielberg. WaPo also reported that Clinton's 
defense fund collected $2.2 million in its first six months, tapping into the resentment against the 
attorney that investigated Clinton as to whether he committed perjury or obstructed justice in a sexual 
assault lawsuit. 
 

 
 
Figure 25.4 
 
Question 2 Answer Distribution per Grade Level 
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Figure 25.5 
 
Real or fake: 
President Donald Trump celebrated the news that 227,000 jobs were created in January, meeting with 
his Economic Advisory Council at the White House on Friday morning. "Great spirit in the country right 
now," Trump said, speaking to the press. "So we're very happy about that. I think that it's going to 
continue big league. We're bringing back jobs. We're bringing down your taxes. We're getting rid of 
regulations." Trump promised "exciting times" ahead, previewing a tax bill "soon" and a healthcare bill 
"even sooner." "Amazingly, it's never happened before that politics has become a much bigger subject 
than the Super Bowl," he said. "This is usually Super Bowl territory." Trump told the business leaders 
that he wanted to hear from them as he tackled more reform proposals to make their businesses better, 
including getting rid of the cumbersome legislation. 
 

 
 
Figure 25.6 
 
Question 3 Answer Distribution per Grade Level 
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Figure 25.7 
 
Real or fake: 
A Baltimore man was sentenced to four years behind bars for illegally trafficking food stamps. U.S. 
District Judge Richard D. Bennett sentenced Mohammad Shafiq, 51, to four years in prison and three 
years of supervised release after his sentence ends, in addition to making him pay $3.7 million in 
restitution, the Baltimore Sun reported. Shafiq was the latest defendant to be sentenced in a series of 
prosecutions of 14 retailers in the Baltimore area. A federal grand jury indicted the retailers in August 
2016 for food stamp and wire fraud. The 14 retailers stole a total of $16 million from the U.S. Department 
of Agriculture by illegally exchanging food stamps for cash, according to the indictment. Twelve out the 
14 defendants pleaded guilty, and two were sentenced this week, according to the Sun. Multiple stores 
across the country have been cited for millions of dollars in food stamp fraud. Investigators found more 
than $20 million worth of food stamp fraud at retailers in Florida, and 140 stores in Chicago were cited 
for food stamp fraud. 
 

 
 
Figure 25.8 
 
Question 4 Answer Distribution per Grade Level 
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Figure 25.9 
 
Real or fake: 
The State Department misplaced and lost some $6 billion due to the improper filing of contracts during 
the past six years, mainly during the tenure of former Secretary of State Hilary Clinton, according to a 
newly released Inspector General report. The $6 billion in unaccounted funds poses a significant 
financial risk and demonstrates a lack of internal control over the Department's contract actions, 
according to the report. The alert, originally sent on March 20 and just released this week, warns that the 
missing contracting funds could expose the department to substantial financial losses. The report 
centered on State Department contracts worth more than $6 billion in which contract files were 
incomplete or could not be located at all, according to the alert. The failure to maintain contract files 
adequately creates significant financial risk and demonstrates a lack of internal control over the 
Department's contract actions, the alert states. 
 

 
 
Figure 25.10 
 
Question 5 Answer Distribution per Grade Level 
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Figure 25.11 
 
Total Score Distribution 
 

 
 
Figure 25.12 
 
Total Score Distribution (Box Plot) 
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Figure 25.13 
 
Score Distribution per Grade Level 
 

 
 
Figure 25.14 
 
Score Distribution per Grade Level (Box Plot) 
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Figure 39.1 
 
Score Distribution for Quiz 1 
 

 
 
Figure 39.2 
 
Score Distribution for Quiz 2 
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Figure 39.3 
 
Score Distribution for Quiz 3 
 

 
 
Figure 39.4 
 
Score Distribution for Quiz 4 
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Figure 39.5 
 
Score Distribution for Quiz 5 
 

 
 
Figure 39.6 
 
Overall Score Distribution Across the Five Quizzes 
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Appendix B 
Source Code for All the Models 
 
LSTM 
Chen, K. (2023). Fake-news-detector-LSTM. Hugging Face. 

https://huggingface.co/kimic/fake-news-detector-LSTM/tree/main 
 
LSTM + GloVe Embeddings 
Chen, K. (2023). Fake-news-detector-LSTM-GloVe. Hugging Face. 

https://huggingface.co/kimic/fake-news-detector-LSTM-GloVe/tree/main 
 
DistilBERT 
Chen, K. (2023). fake-news-detector-DistilBERT. Hugging Face. 

https://huggingface.co/kimic/fake-news-detector-DistilBERT/tree/main 
 
Llama-2 
Chen, K. (2023). Fake-news-detector-Llama-2. Hugging Face. 

https://huggingface.co/kimic/fake-news-detector-Llama-2/tree/main 
 
GPT-4 Turbo 
Chen, K. (2023). Fake-news-detector-GPT-4-Turbo. Hugging Face. 

https://huggingface.co/kimic/fake-news-detector-GPT-4-Turbo/tree/main 
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Appendix C 
Quiz 1 For Grade 9 Students 
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Appendix D 
Quiz 2 For Grade 9 Students 
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Appendix E 
Quiz 3 For Grade 9 Students 
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Appendix F 
Quiz 4 For Grade 9 Students 
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Appendix G 
Quiz 5 For Grade 9 Students 
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